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Improve AI Performance and Efficiency 

Cloud AI workload demand is growing at an unprecedented rate, while the adoption of 
generative AI is surging. Every year witnesses the construction of additional AI Factories, 
which are expanding into Cloud Service Providers (CSP) and cloud-scale data centers.  

  
While AI Factories are built for the highest levels of performance, capable of training 
trillion-parameter foundational models, they typically operate with just one or a few 
tenants. AI Factories require a highly optimized network that combines NVIDIA® 
NVLink™ high-speed GPU interconnect with NVIDIA Quantum InfiniBand for the highest 
levels of performance. Contrast this with clouds that are being built for AI (AI Cloud), 
which have several unique requirements, including the need to integrate into the 
Ethernet service network and management framework. 

Key requirements specific to AI Clouds include: 

> AI in Software as a Service (SaaS) migration and AI as a Service: These SaaS 
offerings are being adapted to include AI, along with AI as a Service, necessitating 
multi-tenant security and multi-job performance isolation.   

> Cloud-scale Software Defined Networking (SDN): This provisioning model utilizes 
Ethernet-based protocols and container orchestration (e.g., Kubernetes). SDN 
enables seamless scaling from small clusters to large clusters and allows for the 
reprovisioning of compute and network resources into multiple small clusters. 

https://www.nvidia.com/en-us/glossary/data-science/generative-ai/
https://www.nvidia.com/en-us/data-center/nvlink/
https://www.nvidia.com/en-us/data-center/nvlink/
https://www.nvidia.com/en-us/networking/products/infiniband/
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> Integration and Compatibility: AI services from CSPs should be closely integrated 
with other cloud services provided by the same company. These services running on 
Ethernet are necessary for managing complete data pipelines in the cloud. 

> Security and Compliance: CSPs implement robust security measures, including 
packet brokering and Ethernet-based intrusion detection/protection devices, to 
safeguard client data and adhere to regional regulations. 

> Open Source: Provides support for open network operating systems, like SONiC. 

> Global Reach: CSPs globally distribute data centers synchronized with PTP. This 
allows for AI model deployment closer to the end user while adhering to cross-border 
data regulations regarding sensitive data.  

CSP networks have been optimized for shared cloud computing infrastructure 
environments and are sub-optimal for addressing needs of AI clouds. A few differences 
between control/user access network and AI fabric are outlined in Figure 1. 

Figure 1. Differences between control/user access network and AI network 

 

When AI clouds use traditional IP/Ethernet (hereafter referred to as Ethernet) as their 
compute network, they achieve only a portion of the MLPerf performance levels possible 
with an optimized network. In multi-tenant environments where multiple AI jobs run 
simultaneously, traditional Ethernet is unable to provide performance isolation, which is 
necessary to protect one tenant’s AI jobs from negatively impacting others. 

For those deploying AI clouds with Ethernet, NVIDIA created the Spectrum-X Networking 
Platform which improves performance, while increasing the predictability and power 
efficiency of Ethernet-based AI clouds.   

https://www.nvidia.com/en-us/data-center/resources/mlperf-benchmarks/
https://nvda.ws/3mhuxcF
https://nvda.ws/3mhuxcF
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NVIDIA Spectrum-X Networking 
Platform Overview 

The NVIDIA® Spectrum™-X Networking Platform is the first Ethernet platform designed 
specifically to improve the performance and efficiency of Ethernet-based AI clouds. This 
breakthrough technology achieves 1.7X improved overall AI performance for massive AI 
workloads such as LLM, along with 1.7X better power efficiency and consistent, 
predictable performance in multi-tenant environments. Spectrum-X is built on network 
innovations based on the tight coupling of the Spectrum-4 Ethernet switch with the 
NVIDIA BlueField®-3 data processing unit (DPU). The delivery of end-to-end network 
capabilities purpose-built for AI workloads reduces run times of massive transformer-
based generative AI models, and allows network engineers, data scientists, and cloud 
service providers to attain faster results and make informed decisions. 

Inside The NVIDIA Spectrum-X Networking Platform 
An effective AI compute network is defined by its ability to support and accelerate AI 
workloads. Optimization is crucial for every aspect of the network, from the DPUs to the 
switches, cables/optics, networking, and acceleration software, to attain this primary 
goal. NVIDIA created a number on new innovations to achieve the highest effective 
bandwidth under load and at scale: 

1. NVIDIA RoCE Adaptive Routing on Spectrum-4 

2. NVIDIA Direct Data Placement (DDP) on BlueField-3 

3. NVIDIA RoCE Congestion Control on both Spectrum-4 and BlueField-3 

4. NVIDIA AI Acceleration Software 

5. End-to-End AI Network Visibility 

 

These innovations work together as part of a full-stack solution that is tested, tuned, 
and benchmarked by NVIDIA to guarantee the highest level of performance. When 
implemented as a full stack, there are number of benefits to the Spectrum-X 
Networking Platform. 

 

https://www.nvidia.com/en-us/networking/products/data-processing-unit/
https://blogs.nvidia.com/blog/2020/05/20/whats-a-dpu-data-processing-unit/
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Key Benefits of Spectrum-X  
> Improved AI Cloud Performance: Spectrum-X enhances AI cloud performance by 1.7X.  

> Standard Ethernet Connectivity: Spectrum-X is fully standards-based Ethernet and 
is completely interoperable with Ethernet-based stacks.  

> Increased Power Efficiency: By improving performance, Spectrum-X contributes to a 
more power-efficient AI environment.  

> Enhanced Multi-Tenant Protection: Performance isolation in multi-tenant 
environments ensures that each tenant's workloads perform optimally and 
consistently, resulting in higher customer satisfaction and improved service quality.  

> Better AI Fabric Visibility: Visibility into the flows running across the AI cloud makes 
it possible to identify performance bottlenecks and is a key part of a modern, 
automated fabric-validation solution.   

> Higher AI Scalability: Scales to 128X 400G ports in one hop or 8K ports in a two-tier 
leaf/spine topology, supporting the expansion of the AI cloud while maintaining high 
levels of performance. 

> Faster Network Setup: The automated, end-to-end configuration of advanced 
networking functionality is fully tuned for AI workloads.  

The Spectrum-X Networking Platform is a full-stack solution built on the following key 
components: 

NVIDIA Spectrum-4 Ethernet Switches 
Spectrum-4 switches are built on a 51.2Tbps ASIC, supporting up to 128 ports of 400 
Gigabit Ethernet (GbE) in a single 2U switch. Spectrum-4 is the first switch designed 
from the ground up for AI workloads, combining specialized high-performance 
architecture and lowest latency with standard Ethernet connectivity.  

Spectrum-4 offers RoCE Extensions for AI with unique enhancements: 

> RoCE Adaptive Routing 

> RoCE Performance Isolation 

> Highest effective bandwidth on standard Ethernet at scale 

> Low latency with low jitter and short tail latency 
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Figure 2. NVIDIA Spectrum-4 400 Gigabit Ethernet Switch 

 

NVIDIA BlueField-3 DPU 
The NVIDIA® BlueField®-3 DPU is the 3rd-generation data center infrastructure-on-a-chip 
that enables organizations to build software-defined, hardware-accelerated IT 
infrastructures from cloud to core data center to edge. With 400Gb/s Ethernet network 
connectivity, BlueField-3 DPU offloads, accelerates, and isolates software-defined 
networking, storage, security, and management functions in ways that profoundly 
improve data center performance, efficiency, and security. BlueField-3 support for multi-
tenancy and security is a key requirement for handling North-South as well as East-West 
traffic in Cloud AI data centers powered by Spectrum-X. 

Figure 3. NVIDIA BlueField-3 400Gb/s Ethernet DPU 
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BlueField-3 has been purpose-built for AI acceleration, featuring an integrated all-to-all 
engine for AI, NVIDIA GPUDirect®, and NVIDIA® Magnum IO GPUDirect® Storage (GDS) 
acceleration technology. Additionally, it features a special network interface mode (NIC) 
mode that takes advantage of local memory to accelerate large AI clouds. These clouds 
consist of an extensive number of Queue Pairs that can be addressed locally instead of 
using system memory. Lastly, it includes NVIDIA Direct Data Placement (DDP) 
Technology which augments RoCE Adaptive Routing. 

NVIDIA End-to-End Physical Layer (PHY) 
Spectrum-X is the only Ethernet networking platform built on the same end-to-end 
100G Serializer/Deserializer (SerDes) channels from switch to DPU to GPU. NVIDIA 
SerDes ensures exceptional signal integrity and the lowest BER (Bit Error Rate), greatly 
reducing the power consumption of the AI Cloud. This robust SerDes technology, 
leveraged by NVIDIA Hopper GPUs, as well as the Spectrum-4, BlueField-3, and Quantum 
InfiniBand portfolios, delivers power efficiency and performance without compromise.  

Figure 4. Typical Spectrum-X Network Topology 

 

 

 
SerDes technology plays a vital role in modern data transmission, by enabling the 
conversion of parallel data to serial data and vice versa. Standardizing the employment 
of SerDes technology across all network devices and components in a network or 
system offers numerous advantages: 

> Cost and Power Efficiency: The NVIDIA SerDes used in Spectrum-X is optimized for 
power efficiency and removes the need for gearboxes in the network, which are used 
to bridge differences between lane speeds. The usage of gearboxes not only adds 
complexity to the data path but also additional cost and power consumption. 
Eliminating the need for these gearboxes reduces both the initial investment and the 
operational costs associated with power usage and cooling. 

> System Design Efficiency: Unifying Best-in-Class SerDes technology across data 
center infrastructure leads to better signal integrity, requiring fewer system 
components and simplifying system design. Unifying the same SerDes technology 
also makes operations simpler and improves uptime. 

https://developer.nvidia.com/gpudirect
https://developer.nvidia.com/gpudirect-storage
https://www.nvidia.com/en-us/data-center/technologies/hopper-architecture/
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NVIDIA Acceleration Software 

Figure 5. NVIDIA NetQ Telemetry Dashboard 

 

NetQ 
NVIDIA NetQ™ is a highly scalable network operations toolset for real-time AI network 
visibility, troubleshooting, and validation. NetQ leverages ‘NVIDIA What Just Happened’ 
switch telemetry data and NVIDIA® DOCA™ telemetry to deliver actionable insights 
about the health of the switch and DPU, integrating the network into an organization’s 
MLOps ecosystem.  
Additionally, NetQ flow telemetry maps flow paths and behavior across switch ports and 
RoCE queues for analyzing specific application flows. NetQ samples packets, analyzes, 
and reports per switch latency (maximum, minimum, and average) and buffer occupancy 
details along the path of the flow. The NetQ GUI reports all the possible paths, per-path 
details, and flow behavior. Combining What Just Happened with flow telemetry helps 
network operators proactively identify root cause server and application issues. 

Spectrum Software Development Kit  
The NVIDIA Ethernet Switch Software Development Kit (SDK) provides the flexibility 
to implement any switching and routing functionality, with sophisticated 
programmability that does not compromise performance in packet rate, bandwidth, 
or latency. With the SDK, server and networking OEMs and network operating system 
(NOS) vendors can take advantage of the advanced networking features of the 
Ethernet switch family of integrated circuits (ICs) and build flexible, innovative, and 
cost-optimized switching solutions. 

https://www.nvidia.com/en-us/networking/ethernet-switching/netq/
https://docs.nvidia.com/networking/display/Onyxv3103100/WHAT+JUST+HAPPENED#:%7E:text=NVIDIA%C2%AE%20WHAT%20JUST%20HAPPENED,and%20the%20actual%20drop%20reason.
https://developer.nvidia.com/networking/doca
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NVIDIA DOCA  
NVIDIA® DOCA™ is the key to unlocking the potential of the NVIDIA BlueField® DPU to 
offload, accelerate, and isolate data center workloads. With DOCA, developers can 
program the data center infrastructure of tomorrow by creating software-defined, 
cloud-native, DPU-accelerated services with zero-trust protection to address the 
increasing performance and security demands of modern data centers. 

The Challenges of Deploying AI on Ethernet 

RDMA and a Lossless Network is Required 
AI needs GPUs to perform well and for multiple GPUs to perform well together, they 
need RDMA. Remote Direct Memory Access (RDMA) is a networking technology that 
allows access from the memory of one computer into another computer without 
involving either computer’s CPU.   

Figure 6.  RDMA enables BlueField with direct access to GPU memory 

 

Remote direct memory access (RDMA) enables peripheral PCIe devices, such as NVIDIA 
BlueField, direct access to GPU memory. Designed specifically for the needs of GPU 
acceleration, GPUDirect RDMA provides direct communication between NVIDIA GPUs in 
remote systems. This eliminates the system CPUs and the required buffer copies of data 
via the system memory. GPUDirect RDMA, when run over RoCE (RDMA over Converged 
Ethernet), provides peak benefit, when it is deployed on a lossless network, which is 
critical to make it work reliably. 
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RoCE Adaptive Routing is Required to Avoid Congestion 
A key attribute of scalable IP networks is their ability to distribute massive amounts of 
traffic and flows across multiple hierarchies of switches. 

Figure 7.  AI workloads reduced to 60 percent of max throughput with static 
load balancing  

 

 

In a perfect world, data flows are completely uncorrelated and are therefore well 
distributed, smoothly load balanced across multiple network links. This method relies on 
modern hash and multipath algorithms, including Equal-Cost MultiPath (ECMP). Modern 
data centers built on high port count, fixed form factor switches leverage ECMP 
extensively to build extremely large networks. 

However, there are many cases where ECMP flow-based hashing does not work, often 
including ubiquitous modern workloads like AI and storage. 

The issue is the problem of limited entropy and related hash collisions where too many 
elephant flows are sent on the same path. Entropy refers to the measure of randomness 
of data within a network packet or a network flow. It provides an indication of the 
amount of information or variability present in the protocol headers. 

Traditional cloud services generate thousands of flows that are randomly connected to 
clients around the globe, which gives the cloud service network high entropy. However, 
AI and storage workloads tend to generate very few, but very large flows. These large AI 
flows dominate the bandwidth usage per link, significantly reducing the total number of 
flows and resulting in very low entropy for the network. This low entropy traffic pattern, 
also known as an elephant flow distribution, is typical with AI and high-performance 
storage workloads. 

Entropy Matters 
With traditional IP routing, to achieve load-balancing across all equal cost paths available 
and to avoid out of order packets, switches use per-flow (usually 3- or 5- tuple) static 
hashing. This requires high entropy to spread traffic evenly across multiple links without 
congestion. However, in elephant flow scenarios, when entropy is low while flow size is 
significant (common in AI networking) multiple flows can be hashed onto the same link, 
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oversubscribing the link. This oversubscription results in congestion, increased latency, 
packet loss, retransmission, and eventually leads to poor application performance. 

For many applications, performance is dictated not only by the average bandwidth of 
the network but also by the distribution of flow completion time. Long tails or outliers in 
the completion time distribution will decrease application performance significantly. The 
following is a common network topology found in AI networks that will most likely 
experience performance degradation due to long tail latency. 

Figure 8. Why even non-blocking networks can experience long tail latency  

 

 
This example consists of a single Leaf switch with 128 ports of 400G. 

> 64 ports are 400G downstream ports connecting to servers 

> 64 ports are 400G upstream ports connecting to spine switches 

> Each downstream port receives traffic of four flows of equal bandwidth: 100G per 
flow for a total of 256 flows 

> All traffic distribution across uplink ports is handled through ECMP flow-based 
hashing  

As bandwidth levels increase, the likelihood of congestion increases, along with the 
associated increase in flow completion times. In the worst-case scenario, flows can take 
up to 2.5X longer to complete compared to the ideal (Figure 9).  
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Figure 9. Flow completion times can vary significantly 

 
In this case, a few ports are congested while others are unused. The last-flow (worst 
flow) expected duration is 250 percent of the expected first-flow duration. That is, there 
is a long tail of flows where the completion time is longer than expected. To avoid 
congestion with high confidence (98 percent), you must reduce the bandwidth of all 
flows to under 50 percent. 

Many flows suffer from high completion times because static ECMP hashing is not 
bandwidth-aware so some ports on the switch are highly congested while some others 
are underutilized. As flows finish transmission and release some port bandwidth, the 
lagging flows pass through the same congested ports, causing more congestion. This is 
because forwarding is static after the header has been hashed. 

NVIDIA RoCE Adaptive Routing Ensures Load Balancing 
With Spectrum-X, RoCE Adaptive Routing is available on Spectrum-4 switches. With 
adaptive routing, traffic forwarding to an ECMP group selects the least-congested port 
for transmission. Congestion is evaluated based on egress queue loads, ensuring that an 
ECMP group is well-balanced regardless of the entropy size. An application that issues 
multiple requests to several servers receives the data with minimal time variation. 

For every packet forwarded to an ECMP group, the switch selects the port with the 
minimal load over its egress queue. The queues that are evaluated are those that match 
the packet’s traffic class. As different packets of the same flow travel through different 
paths of the network, they may arrive out of order to their destination. At the RoCE 
transport layer, the BlueField-3 DPU takes care of the out-of-order packets and 
forwards the data to the application in order. This renders the magic of RoCE Adaptive 
Routing invisible to the application benefiting from it. 

On the sender side, BlueField-3 can dynamically mark traffic for eligibility to packet 
reordering, thus ensuring that inter-packet ordering can be enforced when required. The 
switch adaptive routing classifier can classify only these marked RoCE packets to be 
subjected to its unique forwarding. 
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NVIDIA RoCE Congestion Control is Required 
When multiple applications are running simultaneously on AI Cloud systems, they could 
experience subpar performance and inconsistent run-times due to congestion at the 
network level. This can be triggered either by the network traffic from the application 
itself or by the background network traffic from other applications. The main cause of 
this type of congestion is referred to as many-to-one, or incast congestion, 
characterized by multiple data transmitters and a single data recipient.  

 

Figure 10. Incast requires NVIDIA RoCE Congestion Control 

 

 

Unfortunately, RoCE Adaptive Routing will not solve this congestion since there is no 
way to route around it. Spectrum-X can solve incast congestion using NVIDIA RoCE 
Congestion Control. 

Key Features of the NVIDIA Spectrum-X 
Networking Platform 
AI workloads are characterized by a small number of elephant flows responsible for the 
large data movement between GPUs, where the tail latency highly impacts the overall 
application performance. Catering to such traffic patterns with traditional network 
routing mechanisms can lead to inconsistent and underutilized GPU performance for AI 
workloads. Spectrum-X RoCE Adaptive Routing is a fine-grained load balancing 
technology. It dynamically reroutes RDMA data to avoid congestion and provide optimal 
load balancing to achieve the highest effective data bandwidth.  
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How NVIDIA RoCE Adaptive Routing Works 
RoCE Adaptive Routing is an end-to-end capability enabled by Spectrum-4 switches and 
BlueField-3 DPUs. Spectrum-4 switches are responsible for selecting the least-
congested port for data transmission on a per-packet basis. As different packets of the 
same flow travel through different paths of the network, they may arrive out of order to 
their destination. Bluefield-3 transforms any out-of-order data at the RoCE transport 
layer, transparently delivering in-order data to the application.  

Spectrum-4 evaluates congestion, based on egress queue loads ensuring all ports are 
well-balanced. For every network packet, the switch selects the port with the minimal 
load over its egress queue. Spectrum-4 also receives status notifications from 
neighboring switches, which can influence the forwarding decision. The queues 
evaluated match with the appropriate traffic class. As a result, Spectrum-X enables up 
to 95 percent effective bandwidth across the hyperscale system at load, and at scale. 

NVIDIA RoCE Adaptive Routing with NVIDIA Direct 
Data Placement 
The following packet-level walkthrough shows how AI flows move between GPUs across 
a Spectrum-X network. It describes how RoCE Adaptive Routing on the Spectrum-4 
switch works in tandem with the NVIDIA Direct Data Placement (DDP) Technology on 
the BlueField DPU: 

 

Step 1: Data is sent from server or GPU memory on the left side of the diagram, 
destined for servers on the right side of the diagram. 
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Step 2: The BlueField-3 DPUs place the data into packets and send those packets to the 
first Spectrum-4 leaf switch, while marking these packets as safe for RoCE Adaptive 
Routing. 

 

 

Step 3: The Spectrum-4 leaf switch on the left uses RoCE Adaptive Routing to load 
balance the packets from the green and purple flows across the 4 spine switches, 
sending packets from each flow to multiple spines. This improves effective bandwidth 
from 60 percent on standard Ethernet to 95 percent with Spectrum-X (1.6X). 
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Step 4: Some of the packets may arrive out of order when they reach the BlueField-3 
DPUs on the right side. 

 

 

Step 5: The BlueField-3 DPUs on the right-side use NVIDIA Direct Data Placement (DDP) 
Technology to place the data in the correct order in the host/GPU memory. 

 

RoCE Adaptive Routing Results 

To verify the effect of RoCE Adaptive Routing, we started by testing simple RDMA write 
test applications. In these tests, we divided the hosts into pairs, and each pair sent each 
other large RDMA write flows for a long period of time. 
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Figure 11 shows that the static, hash-based forwarding suffered from collisions on the 
uplink ports, causing increased flow completion time, reduced bandwidth, and reduced 
fairness between the flows. All problems were solved after moving to adaptive routing. 

Figure 11. Flow completion time is reduced with RoCE Adaptive Routing  

 

 
n the ECMP graph, certain flows had the same bandwidth and completion times, while 
others collided, leading to longer completion times and lower bandwidth. Specifically, in 
the ECMP scenario, some flows achieved an optimal completion time T of 13 seconds, 
while the slowest flows took 31 seconds, roughly 2.5X times T longer than the optimal 
time. In the RoCE Adaptive Routing graph, all flows were completed at approximately the 
same time, with similar peak bandwidth. 

RoCE Adaptive Routing for AI Workloads 

To continue with evaluating adaptive routing in RoCE workloads, we tested the 
performance gains for common AI benchmarks on a 32-server testbed, built with four 
NVIDIA Spectrum switches in a two-level, leaf-spine network topology. The benchmark 
evaluates common collective operations and network traffic patterns found in 
distributed AI training workloads, such as all-to-all traffic and all-reduce collective 
operations. 
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Figure 12. RoCE Adaptive Routing for AI: All-Reduce 

 

 

Figure 13. RoCE Adaptive Routing for AI: All-to-All 
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RoCE Adaptive Routing Summary 

In many cases, ECMP flow-based hashing leads to high congestion and variable flow 
completion time. This reduces applications performance. 

Spectrum-X RoCE Adaptive Routing solves this issue. This technology increases the 
network’s good throughput (“goodput”), minimizes the variability of the flow completion 
time and, as a result, boosts the application performance. 

Combining RoCE Adaptive Routing with NVIDIA Direct Data Placement (DDP) on 
BlueField-3 DPUs, the technology is transparent to the applications. This ensures that 
the NVIDIA Spectrum Ethernet platform delivers the accelerated Ethernet needed for 
maximum data center performance. 

Performance Isolation Using NVIDIA RoCE Congestion 
Control 
Applications running concurrently on AI Cloud systems may suffer from degraded 
performance and reproducible run-times due to network level congestion. This can be 
caused by the application’s network traffic itself, or background network traffic from 
other applications. The primary reason for this congestion is known as many-to-one 
congestion, where there are multiple data senders and a single data receiver. 

Such congestion cannot be solved using RoCE Adaptive Routing and actually requires 
data-flow metering per endpoint. Spectrum-X RoCE Congestion Control is an end-to-end 
technology where Spectrum-4 switches provide network telemetry information 
representing real time congestion data. This telemetry information is processed by the 
Bluefield-3 DPUs which manage and control the data sender’s data injection rate, 
resulting in maximum efficiency of network sharing. Without congestion control, many-
to-one scenarios will cause network back-pressure and congestion spreading or even 
packet-drop which dramatically degrade network and application performance. 

In the congestion control process, BlueField-3 DPUs executes the congestion control 
algorithm handling millions of congestion control events per second in microsecond 
reaction latency and applies fine-grained rate decisions. Spectrum-4 switches in-band 
telemetry holds both queuing information for accurate congestion estimation, as well as 
port utilization indication for fast recovery. NVIDIA's congestion control significantly 
improves congestion discovery and reaction time by allowing the telemetry data to 
bypass the congested flow's queueing delay while still providing accurate and 
concurrent telemetry. 

The following example shows how a network can experience many-to-one congestion, 
and how Spectrum-X uses flow metering and in-band telemetry for RoCE Congestion 
Control. 
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Figure 14. Network congestion creating a victim flow 

 

Figure 14 illustrates network congestion creating a victim flow. Four Source DPUs 
transmit data to two Destination DPUs. Sources 1, 2, and 3 are all transmitting to 
Destination 1, each receiving ⅓ of the available link bandwidth. Source 4 transmits to 
Destination 2 through the same leaf switch as Source 3, and therefore should receive ⅔ 
of the available link bandwidth. 

Without congestion control, Sources 1, 2, and 3 create 3-to-1 congestion as they all send 
data to Destination 1. This congestion creates back pressure, spreading from 
Destination 1 to the leaf switch connected to Source 1 and 2. Source 4 becomes a victim 
flow, with its throughput to Destination 2 reduced to 33 percent of available bandwidth 
(50 percent of expected performance). This adversely affects AI application 
performance, which relies on both average and worst-case performance. 

Figure 15. Spectrum-X solves congestion with flow metering and congestion 
telemetry 

 



 

   |   23  

Figure 15 shows how Spectrum-X solves the congestion problem in Figure 13. This 
diagram has the same setup: Four Source DPUs are sending data to two Destination 
DPUs. In this case, congestion at the leaf level is avoided by flow metering at Source 1, 2, 
and 3. This eliminates the back pressure that impacts Source 4. Source 4 receives its full 
⅔ effective bandwidth as expected. In addition, Spectrum-4 uses the in-band telemetry 
generated via What Just Happened to dynamically re-allocate flow paths and queue 
behavior. 

RoCE Performance Isolation 
AI Cloud infrastructure needs to support a large number of users (tenants) and parallel 
applications or workflows. These users and applications compete on the infrastructure’s 
shared resources, such as the network, and therefore may impact performance. 

In addition, optimizing the AI network for NVIDIA Collective Communication Library 
(NCCL) performance requires coordination and synchronization by all workloads running 
simultaneously on the cloud. The traditional cloud benefits of elasticity and high 
availability are more limited for AI applications, and performance degradation is a 
greater and more global concern.  

 

Figure 16. Spectrum-X mechanisms involved in delivering 
performance isolation 

 

The Spectrum-X platform includes mechanisms that, when combined, deliver 
performance isolation. It ensures that one workload cannot impact the performance of 
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another. These Quality-of-Service mechanisms ensure that any workload cannot create 
network congestion that will impact data movement of another workload.  

With RoCE Adaptive Routing, performance isolation is achieved via fine-grained data 
path balancing which avoids collision of flows traversing the leaf and spine. With RoCE 
Congestion Control, performance isolation is achieved via metering and telemetry to 
prevent victim flows forming from many-to-one host traffic. 

Moreover, Spectrum-4 switches deliver performance isolation through a universal shared 
buffer design. Shared buffers deliver bandwidth fairness for flows of different size, 
workload protection from “noisy neighbor” flows, and larger microburst absorption for 
cases where multiple flows have the same destination port. 

Figure 17. Spectrum-4 switches feature a universal shared buffer design 

 

 

NVIDIA Full-Stack Optimization 
An AI Cloud is a precision-engineered machine. Its performance can be negatively 
affected by network events that might be overlooked on a cloud control network, 
including minor glitches such as a link or device failure. A single sluggish system can 
cause a ripple effect, slowing down the entire cloud. Moreover, one jabbering DPU can 
disrupt adjacent devices if the network lacks a vigilant monitoring system capable of 
detecting and mitigating such behavior. 

NVIDIA follows a multi-stage process to test, certify, and tune the Spectrum-X 
components as part of a full-stack AI solution: 

1. AI Performance Benchmark Testing: NVIDIA tests the overall AI performance of a 
typical cluster. It then publishes the performance results so others can know of the 
expected performance level of an AI cluster built with the Spectrum-X network. 
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2. Component Testing: NVIDIA first tests each component (switch, DPU, GPU, and AI 
libraries) individually to ensure they function as expected and meet performance 
benchmarks.  

3. Integration Testing: After verifying the functionality of individual components, 
NVIDIA integrates them to create a cohesive AI solution. The integrated system 
undergoes a series of tests to ensure compatibility, interoperability, and seamless 
communication between the components. 

4. Performance Tuning: Once the components are integrated and functioning as a unit, 
NVIDIA focuses on optimizing the performance of the full-stack solution. This 
involves adjusting parameters, identifying bottlenecks, and fine-tuning 
configurations to maximize the  

5. Overall System Performance: During this stage, NVIDIA also specifically tunes 
buffers and congestion threshold points to cater to AI workloads like GPT, BERT, and 
RetinaNet, ensuring optimal performance for these popular deep learning models. 

6. Library and Software Optimization: NVIDIA optimizes AI libraries, such as NCCL, to 
ensure efficient communication between the GPUs and other components. This step 
is crucial in minimizing latency and maximizing throughput in large-scale deep 
learning applications. 

7. Certification: After testing and tuning the full-stack AI solution, NVIDIA performs a 
series of certifications to ensure the system performs reliably and securely. This 
process includes stress testing, security testing, and validating compatibility with 
popular AI frameworks and applications. 

8. Real-World Testing: Finally, NVIDIA deploys the full-stack AI solution in real-world 
scenarios to evaluate its performance under various conditions and workloads. This 
step helps identify any unforeseen issues and ensures the solution is ready for 
widespread adoption by customers. 

By following this comprehensive process, NVIDIA ensures the robustness, reliability, and 
high performance of our full-stack AI solutions, delivering a seamless experience for 
their customers, especially for widely used AI workloads like GPT, BERT, and RetinaNet. 

 

The Ethernet Designed for AI 
The Spectrum-X Networking Platform is purpose-built for demanding AI applications, 
offering a range of benefits over traditional Ethernet. With higher performance, reduced 
power consumption, lower total cost of ownership, seamless full-stack software-
hardware integration, and massive scalability, Spectrum-X emerges as the ultimate 
platform for both present and future AI workloads. 

https://nvda.ws/3mhuxcF
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